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Abstract

Swimming with Wealthy Sharks:
Longevity, Volatility and the Value of Risk Pooling

Who values life annuities more? Is it the healthy retiree who expects to live long and
might become a centenarian, or is the unhealthy retiree with a short life expectancy more
likely to appreciate the pooling of longevity risk? Conventional economic wisdom assumes
that higher mortality rates lead to an increase in the annuity equivalent wealth (AEW),
which is the standard metric used to subjectively value annuities.

In this paper I offer a different perspective and argue that the value of pooling originates
from the individual volatility of longevity, which is defined as the ratio of the standard
deviation to the mean of life. Simply stated, consumers who face greater uncertainty in
their longevity, subjectively value annuities the most and should own more. A healthy (and
wealthy) retiree who expects to live 30 years but with a longevity volatility of 25%, doesn’t
receive as much utility from annuities as someone who expects to live only 10 years, but with
a volatility of 50%.

All this assumes annuities are fairly priced, tailored to individual mortality or that retirees
swim within their species. In contrast, when different risk-types are mixed together in a large
pool — such as with mandatory social security — but all participants are forced to pay the
same price, the situation is more nuanced and complex. I demonstrate how the so-called
Compensation Law of Mortality, which implies that individuals with higher mortality (e.g.
lower income) experience greater volatility of longevity, leads to pooling benefits for both
high and low risk types.

In sum, this paper describes the conditions under which retirees benefit (or may not)
from longevity risk pooling by linking AEWSs to the biology of aging. The impetus for this
research today, versus 50 years ago, is the growing evidence on the disparity in longevity
expectations between rich and poor, especially in the U.S.

JEL: H55 (Pensions), G22 (Insurance)
Keywords: Annuities, Retirement, Utility, Social Security



There’s nothing serious in mortality,
all is but toys, renown and grace is dead.
Macbeth, Act II, Scene III

1 Background and Motivation

The noted Princeton economist and Nobel laureate Angus Deaton recently wrote that: “The
finding that income predicts mortality has a long history,” having been noted as far back as
the 19th century by Friedrich Engels in Manchester, England. According to Deaton (2016),
commenting on similar findings by Chetty et al. (2016), “There is little surprising in yet
another study that shows that those with higher income can expect to live as much as 15
years more than those with lower income.” It simply isn’t news. Indeed, the focus among
those (economists) who study mortality and its inequality, using a phrase coined by Peltzman
(2009), has shifted to the causes and consequences as opposed to proving its existence. The
question en vogue is: Why is the mortality gradient steepening?

But what has received less attention from economists — and in fact may be surprising —
is that not only is the life expectancy or longevity of those at the lowest income percentiles
in the U.S. lower, the uncertainty or risk of their remaining lifetime is higher. It is the exact
opposite of the well-known relationship in portfolio theory. If one thinks of the conditional
random life: T}, in terms of return (its expected length) and variability, the mean is lower but
the standard deviation in higher. In fact, the positive (cor)relation between mortality rates
and the volatility of longevity follows from the (so called) Compensation Law of Mortality
(CLM), a phenomena in the bio-gerontology field, introduced by Gavrilov and Gavrilova in
(1991). I'll elaborate on CLM soon enough.

More than a statistical curiosity or something to idly puzzle over, nowhere is the natural
link between life expectancy and it’s volatility more pertinent than in the area of pensions,
retirement planning and (subjective) annuity valuation.

1.1 Pension Subsidies

For the sake of a wider readership (but at the acknowledged risk of alienating an academic
audience) I'll dispense with tradition and motivate this paper with a very simple example.
Assume that Mrs. Heather White is about to retire at the age of 65 and is now entitled to
a pension annuity, a.k.a. social security, or guaranteed lifetime income of exactly $25,000
per year, paid monthly. For the record, this is the legislated maximum she can receive after
having worked the requisite number of years. In other words, she has also contributed the
maximum, perhaps explicitly by having a fraction of her paycheck withheld or implicitly
via the income tax system. The pension annuity payments are adjusted for the cost of
living or price inflation as measured by some national index, but the income will cease upon
her death. The pension annuity contains no cash value or liquidity provisions, nor can she
bequeath the income to her children, grandchildren or loved ones. I'm not describing any
one specific country or government plan, but rather a generic, no-frills defined benefit (DB)
pension scheme managed by any large sponsor.
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Coincidentally, her next-door neighbor Mr. Simon Black was born in the same year, is
also about to retire at 65 and is entitled to the same annuity of $25,000 per year. He, too, has
contributed the maximum to the scheme. The exact details of how Simon and Heather paid
for their pension annuity are unimportant at this juncture. The key is that over his working
life — and in particular by the time he retires — both Simon and Heather have contributed
fully to the pension system.

There is one important difference between the two, though. Regrettably, Simon has a
medical life expectancy of 10 years and is rather sickly, whereas Heather is in perfect health
with a corresponding life expectancy of 30 years — and they both know it. Heather is expected
live to age 95 (from her current age of 65) and outlive Simon who will only make it to 75.
Stated differently, although their chronological ages (CA) are both 65, Heather’s biological
age (BA) is much lower than Simon’s BA. In actuarial terms, his mortality hazard rate is
substantially higher than Heather’s.

And yet, despite Simon’s poor health and the financial fact he contributed the exact same
amount to the retirement program or pension scheme, he isn’t entitled to any more income
from his pension scheme’s annuity compared to Heather. In the language of insurance,
retirement programs aren’t underwritten or adjusted for individual health status. Instead,
all government social security programs around the world are unisex or gender neutral. If
you contribute (the same amount) into the system, you receive the same benefit regardless
of your sex, health status or any other bio-marker for longevity.

Obviously, Simon’s shorter life expectancy of ten years implies that he will be receiving
(much) less money back compared to Heather. Moreover, if the retirement program or scheme
is designed to neither make or lose money in the long run, a.k.a. it is actuarially balanced,
then the (sick) Simons of the world are subsidizing the (healthy) Heathers. This isn’t news to
economists, who know this very well and is the nature of all government pension programs.
In fact, in most of Europe today, insurance companies are prohibited from using gender to
price any type of retail policy, whether it be life, health, home or even car insurance. (So,
perhaps Heather has to pay a bit more for car insurance, in Europe, relative to Simon.)

My objective in introducing this very simple framework or toy story, is to quantify the
magnitude of the financial subsidy from Simon to Heather, one that will form the basis and
intuition for what follows later. Of course, despite the large dollar value of the transfer, the
entire point of this paper is to argue why (and quantify how) Simon might still benefit from
being a member of a pension scheme due to the fact that his longevity risk is greater. Yes,
he isn’t expected to live as long, but his volatility of longevity is greater.

To properly analyze the subsidy from a financial perspective, the natural next step is as
follows: How much would Simon have to pay in the open (a.k.a. retail) market to acquire
a pension annuity of $25,000 per year, and how much would Heather have to pay? That
price or cost should give a rough sense of the magnitude of the transfer provided by Simon
to Heather.

Now, this can get tricky. In practice, the market price will depend on many factors,
such as commissions and profits and, more importantly, the magnitude of the uncertainty
around Simon and Heather’s life expectancy. But to keep things very simple (at this early
intuitive stage) I'll assume that Simon will live for exactly 10 years and Heather will live for
exactly 30 years. In other words, it’s not an average. Remaining lifetimes are deterministic.



Based on these numbers, Simon would be charged $212,750 at the chronological age of 65
and Heather would be charged $487,225 for the same exact pension (actually, term-certain)
annuity. These numbers are based on a 3% effective (real) annual interest rate but do not
require much else in terms of assumptions or parameters.

Stated differently, the present value of $25,000 per year for 10 years is exactly $212,750,
for 30 years of cash flows, the present value is $487,225. Moreover, the market cost of their
combined pension annuity entitlement is $212,750 + $487,225 = $700,000, a very important
number from a funding and pension solvency perspective. So, if — and this is a big if — the
pension scheme is actuarially balanced, it should have exactly $700,000 set aside in reserves
to pay pension annuities when Heather and Simon both retire!.

To be clear, real-world insurance companies will not charge $212,750 and $487,225 to
Simon and Heather for these annuities. First and foremost, these companies have to make
profits, so they would mark up or “load” the price, just like the retail vs. wholesale cost of
coffee. More importantly, insurance companies have to budget and provision for uncertainty,
including the risk of how long their annuitants will live. I'll get to more refined mortality
models in section #3. For now I’ll simply allude to Jensen’s inequality and note that if life
expectancy is E[T] years, the pension annuity will cost more than the PV of a deterministic
annuity to E[T].

The relevant upshot is as follows: Simon is transferring $137,225 to Heather — a subsidy
amounting to 64.5% of the hypothetical value of Simon’s pension pot. Where did this
number come from? Again, the entire system should have $700,000 set aside for both of
them, of which $487,225 is needed for Heather and only $212,750 is required for Simon. And
yet, by my construction, they both contributed the same amount of money to the pension
scheme, which presumably is a total of $350,000 x 2 = $700,000 over the course of their
lives. Not to hit readers over the head with this, but Simon contributed $350,000 and is
getting something worth $137,225 less in the open market. Heather contributed $350,000
and is getting something worth $137,225 more in the open market.

Yes, these are all straw men and women. The numbers assume a pension system with
no spousal or survivor benefits and an (extreme) 20-year gap in life expectancy between the
two. More importantly the simple tale assumes that Simon and Heather die precisely at
their life expectancy, which presumes the absence of any longevity risk or uncertainty. In
fact, Simon might live beyond age 75 (or he may die even earlier) and Heather might not
make it to age 95 (or she may live even longer). Under these ez-post outcomes the cross
subsidy will be smaller (or perhaps even larger).

But, the ex-ante reality is that there is a large gap between the expected present value
of the benefits they receive even though they have paid similar amounts into the retirement
program. Whenever you mix (a.k.a. pool) heterogenous people with different longevity
prospects into one scheme in which everyone gets a pension annuity for the rest of their life,
there will be winners and losers ex ante as well as ex post. This outcome is well-known in
the pension and insurance economics literature?, but it is often surprising to non-specialists.

!Spoiler alert: Few schemes have anywhere near $700,000 set aside to pay all the guaranteed pension
annuities under reasonable discount rates. For the most prominent voice in this area, see Joshua Rauh.

2This is a concern with Notional Defined Contribution (NDC) schemes, as noted recently by Holzman et
al. (2017)



1.2 Enter Longevity Risk

What happens if we incorporate longevity risk or horizon uncertainty into our straw neigh-
bors? Well, as I noted earlier there is a small probability that Simon lives for more than 10
years beyond age 75 and/or that Heather dies before age 95. Nobody really knows exactly
how long they are going to live ex ante. In that case the ez-post transfer of wealth from
Simon to Heather was less than 60% of the value of his pension annuity. At the extreme
edge of your imagination there is a (very) small probability that Simon actually outlives
Heather and the ex-post transfer goes in reverse; she subsidizes him. We won’t know until
all the Heathers and Simons are dead.

Here is the main economic point. The pension annuity they are entitled to for the rest
of their life provides them with more than just a periodic cash flow or income, it provides
longevity insurance. Moreover, the value or benefit of any type of insurance can’t be quanti-
fied in terms of what might happen on average. It must account for the so-called tails of the
distribution, which is best measured via (some sort of) discounted expected utility. None of
this should come as a surprise to insurance economists; the only debate is magnitude.

We now must parameterize the utility value of risk mitigation. Back to Heather and
Simon. As mentioned, their income annuity entitles them to more than a term-certain an-
nuity for 30 and 10 years respectively — they have acquired longevity insurance that protects
them in the event they live longer than average. Sure, Simon would rather be pooled with
people like him who share the same risk profile, as he would then expect a “more equal”
distribution. But even Simon is willing to be pooled with Heathers — if the alternative is no
pooling at all.

It’s time to get technical. Who values this insurance more? Heather or Simon? Or is the
insurance benefit symmetric? Stated differently, could Simon be gaining more (in utility)
from pooling with Heather, even if he is losing on an expected present value basis? The
answer is yes, Simon could be winning (economic utility) even if he appears to be losing
(dollars and cents). Why? In a nutshell, his volatility of longevity is greater. Simon has a
short life expectancy, but relatively speaking the range of how long he might actually live,
expressed as a percentage, is actually greater than Heather’s.

Think about it: If Simon lives 30 years instead of 10 years, that is equal to a 300% (of
mean lifetime) shock. It’s unlikely, but in the realm of possibility. In contrast, Heather who
is expected to live 30 years will never experience a 300% shock. This would implies she
lives 90 more years (from age 65) to the age of 155. It simply won’t happen. The odds are
zero. Ergo, Simon’s individual volatility of longevity, that is in relative percentage terms, is
higher than Heather’s. That’s biostatistics and displayed in Figure (#1), with much more
explanation to come in Section (#4). From an insurance economics point of view, it implies
that Simon values the risk pooling benefits of the pension more than Heather does. The
volatility of which I speak (and model) is more subtle than the likelihood of living 300%
longer than her current life expectancy. It will be defined precisely in section (#3.)

Most pension economists know that the transfer from Simon to Heather isn’t as large as
the expected dollars indicate, because (using my term) Simon’s volatility of longevity is larger
than Heather’s. He places greater value on the insurance component. More importantly, he
is willing to swim in a pool with Heather, rather than taking his longevity chances.



Of course, Simon is a mere euphemism for all the unhealthy males or individuals who
retire and aren’t expected to live very long, whereas Heather represents retirees with very
long life expectancies. At this point I should make it clear that this isn’t just a question of
sex or gender. There is a growing body of evidence that we can identify the Simons of the
world ex ante (i.e. in advance, not after they die young) based on the size of their wallets
and magnitude of their income. Genetic testing is yet another pathway to gleaning this
knowledge well before you reach your chronological 60s.

Economists have long-known most of this, or that forced risk pooling can (still) benefit
everyone when measured in units of utility. What is new? Well, a recent article by Chetty
et al. (2016) has documented a growing and increasing gap in life expectancy between U.S.
taxpayers in the lowest income percentile versus the highest income percentile. For example,
at the chronological age of 50, taxpayers in the lowest income percentile (have much higher
mortality rates and) are expected to live 15 years less than taxpayers in the highest income
percentile. And yet, they are all forced to participate in the same (mandatory) social security
program. Using the Chetty et al. (2016) mortality data (which I'll explain) I am calibrate
the extent of the transfer via the so-called annuity equivalent wealth. Bottom line: 1 show
that even the lowest income percentiles in the U.S., do still benefit from pooling because
their volatility of longevity is large enough to overcome the implicit loading that comes from
pooling, for the time being...

1.3 Outline of the Paper

The remainder of this paper is organized (and presented in a more academic tradition) as
follows. In the next section #2 I provide a proper literature review, linking the current paper
to prior work (and interest) in the field. Then, in section #3, I provide analytic context to
the wvolatility of longevity, by introducing the Gompertz law of mortality as well as the so-
called Compensation Law of Mortality. Section #4 provides an expression for the annuity
equivalent wealth (AEW), which is another way of presenting the willingness to pay (WtP)
for longevity insurance. I illustrates exactly how it is a function of mortality characteristics.
Section #5 displays the AEW as a function of income percentiles in the U.S. Section #6
concludes the paper with the main takeaways. All 5 tables and 7 figures are located at the
very end of this documents, and all technical derivations are relegated to an appendix.

2 Scholarly Literature Review

This paper sits squarely within the so-called annuity economics literature, which — broadly
speaking — attempts to model and explain the demand, or lack thereof, for insurance products
that hedge personal longevity risk. Life annuities are an important form of retirement income
insurance, very similar to Defined Benefit (DB) pensions, as explained and advocated by
Bodie (1990) for example. This literature began close to 50 years ago with the 1965 article
by Menachem Yaari, in which he extended the standard deterministic lifecycle model to
include actuarial notes (a.k.a. life annuities.) That paper, which has been cited over 3000
times according to Google Scholar, is the economic “workhorse” for all lifecycle models of
investment, consumption and retirement planning.



Yaari (1965) proved that for those consumers with no bequest motive, the optimal life-
cycle strategy is to annuitize 100% of assets. Clearly, few people have 100% of their wealth
annuitized (or “pensionized”) and even fewer actively purchase annuities, as pointed out by
Franco Modigiliani in his 1986 Nobel Prize address.

The restrictive conditions in the original Yaari (1965) model were relaxed by Davidoft,
Brown and Diamond (2005), and still the important role of annuities prevail. In fact, to
quote the recent paper by Reichling and Smetters (2015), “The case for 100% annuitization of
wealth is even more robust than commonly appreciated” and it takes quite a bit of modeling
effort to “break” the Yaari (1965) result. Of course, including bequest and altruistic motives
will reduce the 100% annuitization result because annuity income dies with the annuitant and
there is no legacy value. In a comprehensive review and modeling effort, Pashchenko (2013)
pinpoints the extent to which bequest motives, pre-annuitized wealth and impediments to
small annuity purchases can deter the full annuitization result. The (negative) impact of
bequest motives is also echoed in work by Inkman, Lopes and Michaelidis (2010), who
interestingly find a positive relationship between annuity market participation and financial
education.

Reichling and Smetters (2015) succeed in “cracking” the 50-year-old model by introducing
stochastic mortality rates, in which the present value of the annuity is correlated with medical
costs. According to them, although the annuity helps in protecting against the impact of
longevity risk, its economic value is reduced in states of nature that are most costly to the
retiree — namely in the case of medical emergencies. In that state of nature annuities aren’t
as desirable; and as a result fewer people (than previously thought) should be acquiring any
more annuities (a result which has been received with some controversy).

Other attempts to “break” the Yaari (1965) model revolve around the underlying (addi-
tive) lifecycle model and moving-away from the implied risk neutrality over the length of life,
towards a model with recursive preferences. See Bommier (2006), who questions the Yaari
(1965) framework as being synonymous with risk neutrality over the length of lifetimes.

To be clear, I don’t aim for another crack in the Yaari (1965) model, or provide reasons
for why consumers don’t annuitize. The recent work in behavioral economics, specifically the
article by Brown et al. (2008), provides a rather convincing explanation for why consumers
dislike annuities; having to do with framing, anchoring, loss aversion and the usual culprits.
The current paper stays well within the neoclassical paradigm, assuming that consumers are
rational, risk-averse and maximizing an additive utility of instantaneous consumption over
a stochastic life horizon. This is the approach taken by Levhari and Mirman (1977), Davies
(1981), Sheshinski (2007), or more recently Hosseini (2015), to name just a few. Moreover,
I assume the consumer values annuities using the annuity equivalent wealth (AEW) metric
introduced by Kotlikoff and Spivak (1981), also used by Brown (2001) and others who have
calibrated these numbers around the world. The AEW is just another (reciprocal) way of
presenting the willingness-to-pay metric, which is widely used in economics and recently re-
viewed in Barseghyan et al. (2018). Brown (2001) showed that an increase in the individual’s
AEW leads to an increase in the propensity to annuitize. It partially predicts who is likely
to buy an annuity,® which is yet another reason to dig deeper in the structure of AEW.

3See also Brown, Mitchell, Poterba and Warshawsky (2001) and the link to money’s worth ratio.



That said, the main focus of attention in the current paper — as alluded to in the moti-
vating introduction — has to do with mortality heterogeneity and the subjective or personal
value of annuities when everyone is forced to pay the same price, i.e., they all must swim in
the same pool.

Evidence of increasing mortality inequality continues to accumulate, and in particular
the recent work by Chetty at al. (2016) indicates that the gap in expected longevity between
the highest and lowest income percentiles in the U.S. can be as much as 15 years. These
numbers are greater than (say) the 10 years reported by De Nardi, French and Jones (2009),
or the 5-year gap noted in Poterba (2014, table 3) within the context of pensions and social
security. Peltzman (2009) notes that in the year 2002 U.S. life expectancy (by county) at
the highest decline was 79.83 years, and at the lowest decile was 73.17 years, a gap of less
than seven years. It’s large, but Chetty et al. (2016) indicate that the measurable gap can
extend to 15 years. Echoing the same trend, within the context of social security, Goldman
and Orszag (2014) discuss and confirm the “growing mortality gradient by income” and
report a life expectancy gap of 13 years between those in the lowest versus highest average
indexed monthly earning (AIME). It’s worth noting that the correlation between (lower)
income and (higher) mortality isn’t only a U.S. phenomenon. It is discussed and reviewed
in Andersson, Lundborg and Vikstrom (2015) within the context of Sweden, for example,
where one wouldn’t expect to observe such a mortality gradient. The question here is: how
does this growing heterogeneity in mortality and longevity affect the value of annuitization?

Using numbers available in the late 20th century, Brown (2003) manufactures annuity
prices and mortality tables based on race and education and concludes that “complete an-
nuitization is welfare enhancing even for those with higher than average mortality, provided
administrative costs are sufficiently low.” This result was echoed (and cited by) Diamond
(2004) in his presidential address to the American Economics Association. He starts by not-
ing that “uniform annuitization would favor those with longer expected lives [such as] high
earners relative to low earners” but concludes that Brown (2003) “shows much less diversity
in the utility value of annuitization than previous comparisons.”

And yet, the range of life expectancy between healthy and unhealthy in the Brown
(2003) analysis (Table 1, to be specific) was a mere 3.4 years at the age of 67. He assumed a
conditional life expectancy of 81.0 years (lowest) for male Blacks with less than a high school
diploma vs 84.8 years (highest) for male Hispanics in the U.S. Contrast these differences with
the more recent and granular numbers provided by Chetty et al. (2016), or even Goldman
and Orszag (2014), where the gap in life expectancy between the highest and lowest income
percentile (calibrated to the same age of 67) is more than 10 to 15 years. It’s unclear whether
the uniformly positive willingness to pay for insurance values, i.e. annuity equivalent wealth
values greater than one, can survive such a large gap in longevity expectations. The annuity
equivalent wealth might be lower than endowed wealth and the value of longevity risk pooling
might be negative when retirees with low life expectancy are forcefully pooled, that is required
to swim with individuals who are expected to live much longer. It’s easy to construct such
(mathematical) counterexamples.

Can one say unequivocally that no matter how high Simon’s mortality rate is, relative
to Heather’s, that he is willing to be pooled and benefits from annuitization? Surely there
must be a point at which the answer is no because the implicit loading is (too) high.



My point here isn’t simply to argue for an update or revision of possibly stale AEW
numbers to reflect the increasing heterogeneity of mortality (although that is part of the
agenda of the paper.) Rather, my primary objective is to focus attention on the individual
volatility of longevity as the main driver of the value of annuitization. I do this by presenting
a simple (closed-form) analytic expression for computing the AEW and then using mortality
rates by percentile, from the Chetty et al. (2016) data, as a calibration exercise.

Conceptually the main argument of this paper can be summarized as follows. Although
recent data indicates the heterogeneity of mortality is increasing and the gap in life ex-
pectancy is increasing, the same data show that individuals with higher mortality experience
a higher volatility of longevity. This then serves to increase the value of longevity insurance.
In other words, it isn’t the shorter expected longevity (or higher mortality rate) that makes
annuities appealing. Rather, it’s the volatility of longevity that drives its value. More on
this will be provided in the body of the paper.

To be clear, there are a number of other authors and papers that have focused attention
and made the link between the standard deviation (SD) of lifespans and optimal lifecycle
behavior. Most prominent in this category would be Edwards (2013), building on the work
of Tuljapurkar and Edwards (2011), who document a 15 year standard deviation at the
age of x = 10. Edwards (2013) builds on the Yaari (1965) model and arrives at estimates
for the increased longevity that a rational lifecycle consumer would demand in exchange
for being exposed to a higher variance of life. Although much of Edwards (2011) is based
on normally distributed lifespans (and I work within a Gompertz framework), he shows
that one additional year of standard deviation (in years) is “worth” about six months of
life. Needless to say, Mother Nature doesn’t compensate individuals according to the Yaari
(1965) model and retirees with lower life expectancies have (not only) a higher individual
volatility of longevity, but a higher standard deviation of life as well. Nevertheless, as far
as the literature review is concerned, Edwards’ is one of the few papers to focus economists’
attention on the second (versus the first) moment of life and show how ezactly it affects
optimal behavior.

3 Matters of Life and Death

3.1 Mortality by Gender and Income

Table (#1) displays mortality rates for males and females in the U.S. as a function of
various ages (columns) and income percentile (rows). These numbers represent realized
mortality rates per 1,000 people during the period 2001 to 2014 and are extracted from
the data collected by Chetty et al. (2016). The phrase realized mortality means that the
numbers provided are the actual ratio of observed deaths at a given age (say age 50) divided
by the total number of people at that age (say 50). In other words, these rates aren’t
projections, forecasts or predictions and are based on over 1.4 billion (yes, with a b) person-
year observations and close to 6.7 million deaths. The methodology is described in the article
by Chetty et al. (2016), and the entire dataset (of mortality rates as a function of income
percentile) is available online. Their (lagged 2-year income) numbers are for ages 40 to 63,
and one must employ forecasting procedures to obtain values in later life.
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These mortality rates in table (#1) contain various insights or takeaways, some immedi-
ately obvious and intuitive and some (much) less so. Focus first on the middle row, with the
so-called median mortality rates. At the age of 40, a total of 1.2 per 1,000 (median income)
males died, whereas for (median income) females the rate was only 0.8 per 1,000 individuals.
Stated differently, the one-year mortality rate for (median income) males at the age of 40
is 50% higher than it is for females, which naturally leads to a lower life expectancy for
(median income) males. Continuing along the same row, at the age of 50 the male mortality
rate is now higher at 2.9 per 1,000 and for females it is 2.0, where I have dispensed with the
phrases one-year and median income for the sake of brevity. At the age of 60, the rates are
7.3 (males) and 4.5 (females) respectively. This is simply the effect of aging, which affects
both males and females. There is nothing surprising quite yet, but notice how the excess of
male-to-female mortality shrinks from 150% (=1.2/0.8) at the age of 40, to 145% (=2.9/2.0)
at the age of 50. This isn’t quite a downward trend (at least in the table), since at the age
of 60 the excess death is back to 162% (=6.3/4.5).

Moving on to the (more interesting) rows, we now have the opportunity to measure the
impact of income percentile on mortality rates. Notice that for a U.S. male in the lowest
income percentile (south of the median), the mortality rate at the age of 50 is over four
times higher at 12.5 deaths per 1,000, versus 2.9 at the median income. In stark contrast,
a b0-year-old male at the highest income percentile (north of the median) experiences a
mortality rate of only 1.1 per 1,000. This is less than half the median (income) rate. Stated
differently, the range in mortality rates between the 1st percentile and 100th percentile is
(12.5/1.1) or over eleven to one. To those who haven’t seen such numbers before they might
seem extreme, but they are by no means original. As noted by Deaton (2016) and quoted in
the first paragraph of this paper, the link between mortality and income is well-established
in the economics literature. The Chetty et al. (2016) article upon which these numbers are
based is simply one of the most recent and comprehensive documentations of the mortality
to income gradient. In fact, Goldman and Orszag (2014) offer similar evidence and their
data seem to indicate an even wider gap (i.e. greater than 15 years) in life expectancy based
on income and wealth factors.

Digging a bit deeper and upon further inspection of these numbers, notice how the ratio
of mortality rates between the lowest-income percentile (top of table #1) and the highest-
income percentile (bottom of table #1) shrink or decline over time. For example, for males
at the age of 40 the ratio of worst-to-best is 9.67 (=5.8/0.6), whereas at the age of 60 the
ratio falls to 7.89 (=22.1/2.8). The same decline (in relative rates) is observed for females.
At the age of 40 the ratio of worst to best is 14 (=4.2/0.3), but by the age of 60 it shrinks to
a multiple of 5.8 (12.8/2.2). Stated differently, mortality rates appear to converge with age.

One might take some solace in the fact mortality inequality (or the gap) declines with
age, but in fact it is more a matter of biology — with some help from the laws of conditional
probability — as opposed to any improvement in their wealth or health fortune. After all, to
misquote the old proverb: what doesn’t kill (those with lower income), likely makes them
stronger. Cute sayings aside, this brings me to the next topic on the analytic agenda which
is the rate of change in mortality rates as a function of age.



3.2 Trends by Age: A Glimpse of Gompertz

Table (#2) is based on the numbers contained in Table (#1) and displays the annual rate at
which mortality rates themselves increase with age, as a function of income percentile. For
example, the increase in mortality rates at the median income level was 9.21% per year for
males and 8.64% for females. The number next to it is the projected mortality rate at the
age of 100, denoted by ¢igo-

To be precise, this growth number is expressed in continuous time. It is computed
by solving for g in the relationship: g3 = gs0e?'3, or equivalently: g = (Inggs/Ings)/13
where gg3 denotes the mortality rate (for either males of females) at age: © = 63 and ¢ is
corresponding number at age: x = 50. The upper age of 63 isn’t arbitrary, but in fact is the
highest age for which Chetty et al. (2016) report realized mortality rates as a function of
(lagged 2-years) income.

The mortality growth rates of 9.21% for males and 8.64% for females (or approximately
9% on a unisex basis) at the median income level aren’t restricted to the age range of 50
to 63 and are not an artifact of this particular dataset. The (approximate) 9% rate growth
in mortality is observed in most human species from the age of 35 to the age of 95. It is
known as the Gompertz (1825) law of mortality, named after Benjamin Gompertz; possibly
the world’s first actuary.

Back to the topic of mortality inequality, notice though how the growth (rate) of mortality
(rates) for individuals at the lowest income percentile is only 5.63% for males and 4.81% for
females, which is close to half of the corresponding rate at the median income level. Perhaps
this can be interpreted as some modicum of good news for the less economically fortunate.
Their mortality rates don’t grow or increase as fast. Of course, they have started off (at the
age of 50) from a much higher base. In contrast, those fortunate to live in the highest income
percentile experience a 10% growth in mortality as they age. Stated differently, they age
faster than the median person in the population and much faster than those at the lowest
income percentile. In fact, the difference between males (10%) and females (9.97%) is almost
negligible. Notice how by age x = 100 the mortality rates are much closer to each other. I’ll
get back to this.

The disparity in mortality growth rates between high and low-income individuals, that is
between the wealthy (sharks) and the poor (fish) noted in the title, leads to a corresponding
gap in the dispersion of the remaining lifetime random variable: T),. I'll define this variable
formally and precisely, shortly, but there is in fact an inverse mathematical relationship
between the mortality growth rate and the standard deviation: SD[T},]. The lower growth
rate is synonymous with an increase in the individual volatility of longevity, which is defined
as the ratio of the standard deviation of remaining lifetime SD|T,] to the mean remaining
lifetime E[T,]. In sum, the demand for longevity insurance is relatively higher — and ceteris
paribus they are willing to pay more for insurance — compared to those at the lowest income
percentile. The formal derivation of the AEW will be presented in Section (#4.)
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3.3 Compensation Law of Mortality

Figure (#2) displays the empirical relationship between income percentile and mortality
growth rate in one summary graphic. The x-axis represents age = between 40 and 90, and
the y-axis is the mortality rate, ¢, as well as In g,. The individual values or points displayed
in table #1 are highlighted, but additional points are included, all from the Chetty at al.
(2016) dataset. In addition, for ages beyond 63, a regression line is fit up to the age of 100,
which was used to generate the necessary value of ¢,. In fact, a variant of this picture (with
log mortality rates) is presented in their article.

The bottom curve is the highest income percentile. Initial mortality rates are lower, but
the growth rate of mortality (and slope of the In g, line) is higher. The upper curve captures
the lowest income percentile. Mortality rates are higher, but they increase at a slower rate.

The point at which the In g, lines intersects the y-axis (denoted by c¢g) is the log mortality
rate at the age of 40. The slope of the curve (denoted by ¢;) for regression purposes, is the
individual mortality growth rate g. The lower ¢y and higher ¢; for the wealthy induces a
long expected life and lower volatility.

Indeed, the negative and statistically significant relationship between the expected re-
maining lifetime F[T,] and standard deviation of lifetime SDIT,], conditional on income
percentile has a biological basis in models of aging. Hypothetically, the individual regres-
sion lines underlying Figure (#2) would meet at some advanced age (e.g. 100+) at which
point mortality rates across all income percentiles would be the same. Needless to say, the
probability a low-income retiree will ever reach this advanced age is much lower relative to
the high-income retiree. But conditional on survival they eventually unite.

The convergence of these curves (or regression lines when plotted against In ¢,) is known
as the Compensation Law of Mortality in the biology and gerontology literature. To this
author’s knowledge it was first identified by L.A. Gavrilov and N.S. Gavrilova and fully
explained in the book by Gavrilov and Gavrilova (1991, page #148)